PROTEIN FOLDS
A Distance-Based Approach

Edited by
Henrik Bohr and Søren Brunak

CRC Press
Boca Raton  New York  London  Tokyo
Fitting 1-D Predictions into 3-D Structures

Burkhard Rost
EMBL, Meyerhofstrasse 1, D-69012 Heidelberg, Germany, rost@embl-heidelberg.de

Abstract

The experimental determination of protein structure cannot keep track with the rapid generation of new sequence information. Can theory contribute? The most successful prediction method — and the only one for prediction of 3-D structure — is homology modelling. It is applicable for about one quarter of the proteins. For the rest, the prediction task has to be simplified. An extreme simplification is to project 1-D structure onto 1-D strings of secondary structure or solvent accessibility. For these 1-D aspects of 3-D structure, prediction accuracy has been improved significantly by using evolutionary information as input to neural network systems. The gain in accuracy is based on the conservation of secondary structure and relative solvent accessibility within sequence families. Secondary structure and accessibility are conserved, as well, between remote homologues. This fact can be used by fitting 1-D predictions into 3-D structures to detect such remote homologues. In comparison to other threading approaches, 1-D threading is rather flexible. However, two factors decrease detection accuracy. Firstly, the loss of information by projecting 3-D structure onto 1-D strings (in particular the loss of distances between secondary structure segments). And secondly, the inaccuracy of predicting 1-D structure. A preliminary result is that every fifth remote homologue is detected correctly.

1 Introduction

Sequence determines structure, determines function. It is generally assumed that three-dimensional (3-D\textsuperscript{1}) protein structure is uniquely determined by sequence [1]. There are proteins assisting the folding in vivo, the chaperones. Are such assistants necessary for the majority of folding pathways? And do chaperones purely prevent unfolding, or are they actually necessary for folding? Answers remain open [2, 3, 4]. Anyway, the assumption that sequence determines structure constitutes a reasonable approximation. The function(s) of a protein are determined by its structure and environment (reagents). Thus, protein sequence

\textsuperscript{1} Abbreviations used: 3-D, three-dimensional; 2-D, two-dimensional; 1-D, one-dimensional; PDB, Protein Data Bank of experimentally determined 3-D structures of proteins; SWISSPROT, data base of protein sequences; DSSP, data base containing the secondary structure and solvent accessibility for proteins of known 3-D structure; FSSP, data base containing for each PDB protein of known 3-D structure the alignments of all SWISSPROT sequences homologous to the known structure; FSSP, data base of remote homologues of known 3-D structure; PHD, Profile based neural network prediction of secondary structure (PHDsec) and solvent accessibility (PHDacc).
Figure 1: Prediction of protein structure and function — state of the art. **Prediction of structure:** For 70% of all known sequences, no knowledge about 3-D structure is available, in general. Threading methods may reduce this value to some 60% if they will become publicly available and sufficiently accurate for large scale sequence analysis. Today, for the majority of known protein sequences, the only successful sequence analyses are multiple alignments and predictions in 1-D. **Prediction of function:** For some 40-50% of the protein sequences obtained from sequencing whole genes (yeast III and VIII) some knowledge about function is either given by experiment or by homology modelling (7). Furthermore, for some 25-30% of the proteins transmembrane segments can be predicted (estimate derived from an analysis of 171 yeast VIII sequences, [68]).

determines function to a certain extent. Consequently, structure and function can, in principle, be induced from the sequence based on physico-chemical properties. In practice, this is prevented by the enormous complexity of the phase space. Can theory contribute to the advance of molecular biology, nevertheless?

The objective of theory is to reduce the sequence-structure and sequence-function gaps. Large scale gene-sequencing projects produce vast amounts of sequence data at a breathtaking pace [5, 6]. Knowledge about function and/or structure of the proteins plays a crucial role in designing experiments using such data. However, only for the minority of proteins with known sequence, the 3-D structure is also known. Experimental determination of protein function is easier than that of structure. Consequently, the sequence-function gap is less exposed than the sequence-structure gap [7]. In the near future, the gaps are unlikely to be reduced significantly by experiments. How does theory contribute today to reduce the gaps?

Homology modelling is the most powerful theoretical tool. The only reliable technique to predict both protein structure and protein function is homology modelling: for a search sequence its 3-D structure and function is predicted based on a sequence alignment to proteins of known 3-D structure and/or function [8, 9, 10, 11, 12]. This method increases the number of known 3-D structures by a factor of five [13], and the number of proteins with some knowledge about function by a factor of three [7, 14] (Fig. 1). What if there is no protein with significant sequence identity (> 25%) in the data base of known structures?

Threading techniques may become a second comprehensive tool. Roughly, every fifth protein in PDB is remotely homologue to another PDB protein [15], i.e. has a homologous 3-D structures but no significant pairwise sequence similarity (< 25% [16]). Thus, theory
could reduce the sequence-structure gap by another 10-20% of the known sequences if remote homology were detected based on sequence information (as homology is by sequence alignment). One way to predict remote homology is by threading sequences into structures [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]. The principle objective is to define a criterion that enables to evaluate whether or not the sequence fits into the structure. If both homology modeling and threading fail, can theory predict 3-D structure from sequence?

In general, prediction is limited to 1-D. Despite advances in detail, the ability to predict 3-D structure from sequence by theoretical means has not much improved. In general, 3-D structure cannot be predicted ab initio. The prediction problem has to be simplified. One extreme simplification is projecting 3-D structure onto 1-D strings of secondary structure assignments (e.g. helix, strand, rest). Improving the accuracy of secondary structure prediction has been promoted for the last three decades. Another 1-D feature of 3-D structure that has been subject to prediction methods is the position of a residue with respect to the surface of a protein, i.e. its solvent accessibility. Predictions of such 1-D features are of limited accuracy, but are applicable in general. Can predictions of simplified 1-D aspects of 3-D structure be used successfully as a starting point to predict structure or function?

In some cases, 1-D predictions can be used to infer aspects of function and 3-D structure. Supposed, the pattern of predicted secondary structure elements, e.g. "helix-strand-helix-strand", were similar to either the secondary structure pattern of a protein with known 3-D structure, or to the pattern of a protein for which secondary structure is predicted and not experimentally determined. Then, the hypothesis that the two proteins are remote homologues may be used to predict 3-D structure and/or function. For selected cases, remote homology modeling has been used to predict 3-D structure (e.g. [28]). Is such a procedure necessarily restricted to selected cases, or can it be done automatically?

Can 1-D predictions seed an automatic prediction of remote homologues? Here, some preliminary results will be given to answer this question. The goal is to recognize remote homologues based on alignments of a projection of 3-D structure onto 1-D strings of secondary structure and solvent accessibility assignments. First, the results of the underlying methods for predicting secondary structure and solvent accessibility will be sketched briefly. Second, the principles of the threading method will be described, and some strategies for the optimization of free parameters will be given.

2 Combining evolutionary information and neural networks

2.1 Prediction of secondary structure

Prediction of secondary structure based on single sequences is limited to < 65% accuracy. The basic idea of most prediction methods is that stretches of adjacent residues from protein sequences are unique. E.g. given a pentapeptide of five consecutive residues, is the central residue of all equal pentapeptides always observed in the same secondary structure? For pentapeptides, this is indeed not the case [29], peptides of e.g. 13 residues are unique. However, for prediction purposes it is not sufficient to just search for an identical peptide of 13 residues, as it may not be contained in the database. Instead, the goal is to classify similar patterns in either of the three classes: helix, strand, or rest. Secondary structure prediction based on pattern classification has been pursued even before the first X-ray structure was determined [30, 31, 32]. A decade ago, prediction accuracy reached some 50-55% three-state accuracy [33] (percentage of residues predicted correctly in either of the three states). More advanced algorithms and increased databases pushed the accuracy to 60-65%, a mark that was long taken as insurmountable [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. The main
Figure 2: Information about 3-D structure contained in evolutionary records. All protein pairs in the current data base (PDB [69]) that have 30 out of 100 aligned residues in common have homologous 3-D structure [16]. Thus, any sequence pair above the line for which one sequence has a known 3-D structure, can be used for prediction of 3-D structure by homology modelling. All 3-D homologues that fall below the line are referred to as remote homologues; some 4,000 remote homologues are known today (FSSP, [15]). Remote homologues could be detected based on sequence information by successful threading techniques. To illustrate the problem of threading by numbers: more than one billion pairs fall under the line, of these only some thousands of pairs are remote homologues.

difficulty was that the input information contained in stretches of 13-21 consecutive residues is not sufficient. Do protein sequences contain any additionally information about 3-D structure that could be used for prediction?

Sequence families contain much more information than single sequences. Protein sequence determines protein structure. But, how unique is this relation? How many residues can be exchanged in a protein without changing the 3-D structure? Evolutionary pressure to maintain protein function has explored paths to exchange about 75% of all residues without changing the 3-D structure (Fig. 2, [16]). Can any three out of four amino acid be exchanged against any other? Not at all, instead a random exchange of some residues will often be sufficient to destabilize a structure. Thus, the detailed pattern of amino acid exchanges found in sequence families is highly informative about the structure of that family [45]. Are 1-D projections of 3-D structure, such as secondary structure and solvent accessibility, conserved between 3-D homologues?

Secondary structure was conserved to some 90% between 3-D homologues. Sequence alignments can be used to predict secondary structure for proteins for which there is a known structure with significant sequence identity (all above the line in Fig. 2). Within sequence families, the pairwise identity of secondary structure segments was some 90% (Fig. 3, [46, 47]). In other words, two proteins can adopt the same 3-D structure and yet differ in the secondary structure assignment by about 10%. Conservation was higher in the core than at the surface [46]. Can evolutionary information be used to improve secondary structure predictions?

Evolutionary information improved prediction accuracy to > 72%. The way to use evolutionary information for prediction was the following. First, the data base of known
sequences was scanned by sequence alignment methods [16] for similar sequences. Second, the list of sequences found was filtered by the length-dependent threshold for significant sequence identity (Fig. 2). Third, for all probable 3-D homologues, a profile of amino acid exchanges was compiled. Fourth, this profile was used for prediction. The first method that has been proven in a cross-validation experiment based on 250 unique protein chains to predict secondary structure at a sustained level of > 72% three-state accuracy was a neural network [42, 48]. For this method the profiles, and additional information derived from the multiple sequence alignments, were fed as input into the neural network system. Various further details of the architectures of a network system composed of two layers of networks and a final compilation of an arithmetic average over independently trained networks, were important to yield a prediction with a high overall accuracy, a relative accurate prediction of strands, and succeeded to correctly predict secondary structure segments rather than single residues (Table 1, [42, 43]). For the 40% of all residues predicted with higher reliability, the method (dubbed PHDsec) reached a value of 90%, i.e. was as accurate as homology modelling would be if applicable. Almost ten percentage points of the improvement in overall accuracy stemmed from using evolutionary information. Does evolutionary information also improve the prediction of other aspects of 3-D structure?

2.2 Prediction of solvent accessibility

Solvent accessibility depends on residue type and structural environment. The solvent accessibility of a residue embedded in a protein can be measured by the number of water (solvent) molecules that can be placed around it [49]. Values typically vary between 0 and 200 Å². To compare residues of different sizes, a relative solvent accessibility has to be compiled
Table 1: Accuracy of secondary structure prediction.

**Abbreviations of methods:** HM, homology modelling; RAN, random sequence alignments; PHDsec, neural network prediction using multiple alignment information as input [42, 48]; SIMPA, similarity-based statistical prediction method using single sequence information only [70](note: SIMPA has not the highest accuracy reported for classical methods, but it scored better than others on the particular data set used here [42]); LPAG, statistical prediction method using multiple alignment information [71].

**Abbreviations of measures:** Nprot, number of proteins used for testing (all prediction results hold for test proteins with less than 25% sequence identity to the proteins used to derive the prediction method); set, different test sets are numbered to indicate identical sets (1:[46], 2, 3, 4,[42], 5 and 6: proteins of recently determined 3-D structure); $Q_3$, three-state overall per-residue accuracy, i.e. number of residues predicted correctly in either of the three states helix, strand, rest; $I$, information, entropy measure for prediction accuracy [46, 48]; $S_{O_3}$, three-state overall per-segment accuracy, i.e. the overlap of predicted and observed secondary structure segments (rather than single residues) [46]; date, whenever new protein structures are added to the data base (PDB) the neural network prediction was re-evaluated.

<table>
<thead>
<tr>
<th>method</th>
<th>set</th>
<th>Nprot</th>
<th>$Q_3$</th>
<th>$I$</th>
<th>$S_{O_3}$</th>
<th>date</th>
</tr>
</thead>
<tbody>
<tr>
<td>HM</td>
<td>set 1</td>
<td>80</td>
<td>88.4</td>
<td>0.62</td>
<td>89.7</td>
<td>Jun, 93</td>
</tr>
<tr>
<td>RAN</td>
<td>set 1</td>
<td>80</td>
<td>35.2</td>
<td>0.01</td>
<td>30.6</td>
<td>Jun, 93</td>
</tr>
<tr>
<td>PHDsec</td>
<td>set 2</td>
<td>125</td>
<td>71.6</td>
<td>0.27</td>
<td>72.8</td>
<td>Jun, 93</td>
</tr>
<tr>
<td>PHDsec</td>
<td>set 3</td>
<td>124</td>
<td>72.5</td>
<td>0.28</td>
<td>75.6</td>
<td>Aug, 93</td>
</tr>
<tr>
<td>SIMPA</td>
<td>set 3</td>
<td>124</td>
<td>60.7</td>
<td>0.12</td>
<td>61.7</td>
<td>Jun, 93</td>
</tr>
<tr>
<td>PHDsec</td>
<td>set 4</td>
<td>60</td>
<td>74.8</td>
<td>0.34</td>
<td>76.8</td>
<td>May, 94</td>
</tr>
<tr>
<td>PHDsec</td>
<td>set 5</td>
<td>27</td>
<td>72.0</td>
<td>0.28</td>
<td>72.4</td>
<td>May, 94</td>
</tr>
<tr>
<td>PHDsec</td>
<td>set 6</td>
<td>59</td>
<td>73.0</td>
<td>0.30</td>
<td>75.7</td>
<td>Nov, 94</td>
</tr>
</tbody>
</table>

[51, 52, 53]. Conservation of solvent accessibility between 3-D homologous pairs is best analysed by computing the correlation between the relative solvent accessibility of the two [53]. Here, a simpler measure is used, a two-state description of solvent accessibility (buried < 16% solvent accessible; exposed ≥ 16% solvent accessible, [54, 55, 56]). If protein cores were conserved completely between 3-D homologues, the two-state identity should be 100%. Is solvent accessibility conserved that well within protein families?

**Solvent accessibility was conserved to some 85% between 3-D homologues.** Conservation of solvent accessibility in two states is found to be clearly less than 100% (Fig. 3, [53]). A possible reason may be that sequences were not correctly aligned at low levels of sequence identity (sharp decrease around 40%, Fig. 3). Indeed, the decrease in conservation was less significant for structural alignments of the same protein pairs (Fig. 3). However, even for structural alignments, solvent accessibility was conserved to only 85% in two states. Furthermore, conservation dropped for low levels of sequence identity (Fig. 3). This observation sheds light on why the accuracy of automatic homology modelling decreases with decreasing sequence identity. When three states were distinguished for relative solvent accessibility (buried,
Table 2: Accuracy of solvent accessibility prediction.

Abbreviations of methods: HM: SeqAli, homology modelling, alignments based on sequence comparisons [53]; HM: StrAli, homology modelling, alignments based on structural comparisons [53]; PHDacc, neural network prediction based on multiple alignments [53]; Wako, statistical prediction method based on multiple sequence alignments [72].

Abbreviations of measures: The protein sets are as in Table 1 (set 3a is a subset of set 3); Q₃, three-state overall per-residue accuracy, i.e. percentage of residues correctly predicted in either of the three states buried, intermediate, exposed [53]; Q₂, two-state overall accuracy (buried, exposed); Corr., correlation between predicted and observed relative solvent accessibility [53].

<table>
<thead>
<tr>
<th>method</th>
<th>set</th>
<th>Nprox</th>
<th>Q₃</th>
<th>Q₂</th>
<th>Corr</th>
<th>date</th>
</tr>
</thead>
<tbody>
<tr>
<td>HM: SeqAli</td>
<td>set 1</td>
<td></td>
<td>80</td>
<td>71.6</td>
<td>83.8</td>
<td>0.68</td>
</tr>
<tr>
<td>HM: StrAli</td>
<td>set 1</td>
<td></td>
<td>80</td>
<td>73.6</td>
<td>84.8</td>
<td>0.77</td>
</tr>
<tr>
<td>RAN</td>
<td>set 1</td>
<td></td>
<td>80</td>
<td>33.9</td>
<td>52.0</td>
<td>0.01</td>
</tr>
<tr>
<td>PHDacc</td>
<td>set 2</td>
<td></td>
<td>126</td>
<td>57.9</td>
<td>75.0</td>
<td>0.54</td>
</tr>
<tr>
<td>PHDacc</td>
<td>set 3a</td>
<td></td>
<td>112</td>
<td>57.9</td>
<td>74.7</td>
<td>0.54</td>
</tr>
<tr>
<td>PHDacc</td>
<td>set 7</td>
<td></td>
<td>13</td>
<td>60.8</td>
<td>79.2</td>
<td>0.61</td>
</tr>
<tr>
<td>Wako</td>
<td>set 7</td>
<td></td>
<td>76.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHDacc</td>
<td>set 5</td>
<td></td>
<td>27</td>
<td>57.6</td>
<td>73.4</td>
<td>0.55</td>
</tr>
<tr>
<td>PHDacc</td>
<td>set 6</td>
<td></td>
<td>59</td>
<td>57.0</td>
<td>74.0</td>
<td>0.54</td>
</tr>
</tbody>
</table>

intermediate, exposed), the identity for 3-D homologues was reduced to an average of < 75% [53]. As the distribution of these three states is comparable to that of the three secondary structure states, the conclusion is that solvent accessibility is less well conserved in evolution than is secondary structure. Does this imply that the prediction of solvent accessibility is less accurate than the prediction of secondary structure?

Solvent accessibility was predicted at 75% two-state accuracy. The profile based neural network system used (named PHDacc) was similar to PHDsec [53]). A cross-validation experiment on 238 unique protein chains yielded an expected two-state accuracy of 75% (residues correctly predicted as either buried or exposed), and an expected three-state accuracy (buried, intermediate, exposed) of < 60% (Table 2). Thus, solvent accessibility was predicted less accurately than secondary structure. Does this imply that the network has inordinately more difficulties with the accessibility prediction? To find out, the prediction accuracy was normalised such that on the normalised scale a prediction by homology yielded 100% and a random prediction 0%. On this normalised scale solvent accessibility prediction turned out to be more accurate than secondary structure prediction [53]. In other words, PHDacc came closer to the optimal prediction performance given by the conservation of solvent accessibility than PHDsec to the mark given by the conservation of secondary structure (Table 1, Table 2). Thus, the low level of accuracy for predicting solvent accessibility mainly stems from the fact that this aspect of 3-D structure is less conserved between 3-D homologues.
Figure 4: Threading 1-D strings into 3-D structures. The principle idea of threading 1-D predictions into 3-D structures is the following. First, for a search sequence secondary structure and solvent accessibility are predicted. Second, the known 3-D structures are projected onto 1-D strings of secondary structure and solvent accessibility (DSSP [50]). Third, the predicted 1-D strings are aligned to the 1-D strings of known structures. The best match of the dynamic programming algorithm constitutes the predicted remote homologue for the search sequence.

3 Aligning 1-D strings of secondary structure and solvent accessibility

3.1 Principle idea of 1-D threading

How can 1-D predictions be used to predict more aspects about 3-D structure? The simple idea is the following. Protein folds often are described by motifs of secondary structure (e.g. H-E-H-E) in combination with a table of inter-segment distances (e.g. "H1 near to H2, E1 near to E2, strands on top of helices"). But even without the distance table, a prediction of "H-E-H-E" combined with a certain pattern of solvent accessibility states should suffice to, at least, formulate the hypothesis that the structure sketched in figure 4 is homologue to the search sequence.

Detection of motifs by alignment of 1-D strings. The mostly studied technique to detect similar motifs in 1-D strings is dynamic programming [57, 58, 59, 60]. The application to
Figure 5: Conservation of secondary structure and solvent accessibility between remote homologues. The conservation of secondary structure is given as the percentage of identical residues in either of the three states helix, strand and rest; the conservation of solvent accessibility as the percentage of residues identical in either of the two states buried (relative accessibility < 16%) and exposed (relative accessibility 3 \geq 16%). Each point reflects one of a total of 2211 protein pairs structurally aligned in the FSSP data base [15].

1-D threading worked as follows. First, for a list of proteins of known 3-D structure (typically unique set, [61]) projections of 3-D structure onto strings of secondary structure and relative solvent accessibility assignments were computed (DSSP, [50]). Second, a search sequence of unknown structure was aligned against the sequence database (SWISSPROT [62]), and used as input to neural network systems that predicted secondary structure and solvent accessibility. Third, prediction and observation were extracted into strings composed of a six letter alphabet (3 \times 2), for the three secondary structure states, and the two relative accessibility states. Fourth, the string predicted for the search sequence was aligned with the strings extracted from the data base of observed structures. (The program used for the alignment procedure was a modified version of the sequence alignment program Maxlhom [13, 16]).

Secondary structure and solvent accessibility was conserved between remote homologues. 1-D threading is possible only if secondary structure and solvent accessibility are conserved, not only within sequence families (Fig. 3), but also between remote homologues. The average conservation of secondary structure was 69% (Fig. 5, overall three-state identity, one standard deviation 13%); the average conservation of relative solvent accessibility 65% (Fig. 5, overall two-state identity, one standard deviation 10%). Thus, both secondary structure and relative solvent accessibility were largely conserved between remote homologues. An interesting detail was that, although both 1-D aspects were less conserved for remote homologues than for homologues with significant pairwise sequence identity (Fig. 3), the conservation did not decrease significantly with sequence identity.

3.2 Adjusting free parameters for alignment

How can free alignment parameters be optimised? The success of alignment algorithms depends on two important groups of free parameters. First, the values for the comparison matrix: matches or mismatches between the six states of the strings aligned have not equal significance with respect to the structural motif searched for. Second, the penalty given for
introducing a gap ("gap open penalty") and for continuing a gap ("gap elongation penalty").
Less important (in terms of less sensitive to the stability of the resulting alignment) are the
minimal and maximal value for the scoring matrix (chosen as: maximal match score = 1;
minimal (mis-)match score = -1). Optimisation of the free parameters is a highly non-trivial
task; the main obstacle being the lack of a clear-cut optimisation criterion. In the following
some optimisation strategies and some particular choices for the free parameters will be
discussed.

Distinguishing random alignments and true remote homologues. Some relations between
the elements of the scoring matrix are evident from expert knowledge. For example, a mismatch
between buried helix and exposed strand is much worse than a mismatch between buried helix
and buried loop. But how should the values be chosen exactly? What is the optimisation
criterion for the choice of the scoring matrix? The alignment goal is to detect true remote
homologues. This implies not only that remote homologues are detected, but also that the
alignment procedure distinguishes between remote homologues (termed "correct hits") and
non-homologous proteins (termed "false positives" or "incorrect hits"). Thus, one idea for the
optimisation of the scoring matrix is to choose the values such that scores for correct and
incorrect hits become maximally separated.

Different concepts of maximal separation of distributions. For some thousand pairs, the
scores were computed for random alignments (incorrect hits) and structurally aligned remote
homologues (correct hits). The distributions do overlap (Fig. 6). Various matrices were
generated by expert driven trial and error. No choice resulted in an overlap of zero. Thus,
the next question is what 'maximal separation' means. Various concepts are feasible: (i)
maximize the difference between the averages of the distributions, (ii) maximize the quotient
between the differences of averages normalized with the product of the standard deviations,
or (iii) minimize the area of overlap. The alternatives (i)-(iii) did not result in the same choice
for the free variables of the scoring matrix. The separation shown in Fig. 6 was optimal with
respect to criterion (ii) (and almost best for (i) and (iii)).

Secondary structure and solvent accessibility superior to either of the two. Would the
separation between correct and incorrect hits be less distinct, if either only secondary structure
or only accessibility were used, instead of both combined? Indeed, the separation was less for
either of the two 1-D features alone than for a combination of the two. However, the degree
of separation that was gained by adding relative solvent accessibility states to the description
in terms of secondary structure assignments, was rather small (Fig. 6).

Optimisation of gap penalties with respect to remote homologues detected. There are
three reasons to introduce gaps. First, loop regions can be inserted between regular secondary
structure segments without influencing the basic fold [63]. Second, slightly elongated or
shortened helices or strands can form similar motifs[46]. Third, predictions are generally
more accurate for the core of predicted segments than at the ends, in other words it is less
likely that a whole segment is predicted falsely than that some residues at the ends of segments
are predicted wrongly [43]. The optimisation criterion for gap penalties is different than
that for the scoring matrix in that gap penalties have to be optimised with respect to a given
alignment list (3.3.). If the goal is to minimize the percentage of false positives (3.3.), then the
optimal values for a search with PDB against PDB (3.4.) were: gap open penalty = 1.0; gap
elongation penalty = 0.1. However, if the goal is to have one correct prediction at first rank,
higher values (3.0/3, 5/0.5) are better.

3.3 Measuring prediction accuracy for threading

Sorting the alignment list by normalised alignment scores. For one sequence (search sequence),
the predicted strings are aligned against a list of typically some 300 proteins of known structure.
Figure 6: Separation of 3-D homologues and random alignments. For three different scenarios, the separation of random alignments (generated by sequence alignments of non-homologous PDB pairs with no significant pairwise sequence identity) and structural alignments of 3-D homologues (taken from FSSP, [15]) are compared. First, strings of secondary structure and relative solvent accessibility were aligned (six-letter alphabet: 3 × 2, for three secondary structure types helix, strand, rest and two states for relative solvent accessibility, buried and exposed). Second, strings of secondary structure were aligned (3 states). And third, strings of relative solvent accessibility were aligned (2 states).
Since alignments can involve different sub-regions of a protein, the result of one threading experiment is a list of several hundreds of alignments. Previously published threading methods uncovered that it is crucial for the success, to adequately sort the alignment hit list. Sorting by scores, comparable to the alignment score compiled here, is not sufficient [64, 65]. Instead, only if the score is normalised with respect to the background given by the database, the distinction between correct and false positives becomes feasible [64]. The normalisation used here does not alter the simple sorting of the hit list by the alignment score, but enables a comparison of scores between different search sequences:

\[ 2E_i = \frac{E_i - <E>}{\sigma} \]  

(1)

where \(E_i\) is the alignment score for the \(i\)th hit in the list of all alignments obtained for a search protein, \(<E>\) is the average over all hits for that sequence and \(\sigma\) the standard deviation of the distribution of all hits. In other words, \(2E_i\) describes the significance of a given hit \(i\) for a search sequence.

**Lack of widely accepted standards to measure accuracy.** Due to historical reasons, threading results in the past have put too much emphasis on "find-self" measures, i.e. the ability of a threading potential to correctly find the search sequence among a large number of decoys [22, 23, 64, 65, 66]. The measures defined here are restricted to analysing the detection of remote homologues. Another important issue is the correctness of the alignment (Holm, Ouzounis, Sander, Sippl, manuscript in preparation).

**Definition of simple measures for accuracy in detecting remote homologues.** Given a list of true remote homologues and another of predicted homologues, various measures for accuracy can be defined (Table 3). The most important is the simplest: how many of the first hits are correct (eq. (T3a))? Less strict is to cut the alignment list at a given threshold and to count the percentage of correct hits in the remaining list (eq. (T3c)). Such a number is of interest if an expert user could manage to reduce the list further, or if it were more important for the user to detect a remote homologue than to rely on the correctness of a given hit.

*More than some "favourable cases" are necessary for evaluating threading.* So far, most publications on the threading issue used a couple of "favourite remote homologues" to test the method. Such a procedure is rather arbitrary. A more reasonable approach would be to start with a list of unique proteins [61, 67], and to compile for each of these proteins all remote homologues. A first version of such an approach has been explored here. All results given are based on structural alignments of 46 protein chains. (A more comprehensive list is currently being collected.)

3.4 Preliminary results

Expert knowledge helps to separate correct hits from false positives. For some 40% of all proteins, one correct hit was found in the alignment list among the first four hits. As an explicit example for a 1-D threading the first 15 hits for the search sequence TU-elongation factor (1etu) are shown (Fig. 7). Due to the high number of inserted residues (IDEL in Fig. 7) an expert would have probably ignored all hits before the fourth (dihydropteridine reductase, 1dbr), or even before the sixth (ras-p21, 5p21). Both are correctly detected remote homologues. For the TU-elongation factor many of the first hits were correct and the only hits without exceptionally long insertions were correct. The optimistic conclusion is that 1-D threading is successful in detecting remote homologues. Does this hold in general? Is it always possible to distinguish between correct and incorrect hits based on some expert criteria?

*Three scenarios: PDB vs. PDB; PDB vs. PDB; and PHD vs. PHD. Three different scenarios were compared to analyse threading performance. Firstly, the case of an error-
Table 3: Measures for accuracy in detecting remote homologues.

For each prediction of a remote homologue (each search sequence) there are two lists of alignments, one summarising the true remote homologues (as given in e.g. FSSP [15]), and the other the predicted homologues (sorted by any score). \( Q_{1st} \) estimates how often a correct answer will come out if only the first hit is used as prediction; \( Q_{1st,correct} \) gives the average position of a correct hit; \( Q_{2E>0} \) gives the percentage of correct hits if the alignment list is cut according to a given criterion (e.g. how many of the hits with a z-score (Eq. (11)) \( zE > n \) are correct?). \( Cov_{2E>0} \) coverage of true positives (i.e. how many of the true remote homologues are predicted at a given cut-off threshold). Note: all counts refer to lists, which a purged off from trivial hits (such as hits with significant pairwise sequence identity). In practice, this is accomplished by simply excluding all hits from the list, which are contained in FSSP files [13], i.e. could have been detected by simple sequence alignment.

\[
\begin{align*}
Q_{1st} &= 100 \times \frac{\text{number of correct first hits}}{\text{number of all proteins}} \quad (T3a) \\
Q_{1st,correct} &= 100 \times \frac{\text{position of first correct hit}}{\text{number of hits with } zE > n} \quad (T3b) \\
Q_{2E>0} &= 100 \times \frac{\text{number of correct first hits with } zE > n}{\text{number of true remote homologues} (N_r)} \quad (T3c) \\
Cov_{2E>0} &= 100 \times \frac{\text{number of correct first hits with } zE > n}{\text{number of true remote homologues} (N_r)} \quad (T3d)
\end{align*}
\]

Free prediction of secondary structure and solvent accessibility is represented by alignments of observed with observed strings (PDB-PDB). Secondly, predicted strings are aligned with observed ones (PHD-PDB). Thirdly, predicted strings for the search sequence are aligned with predicted strings for the putative homologues. The first case of an optimal prediction was tested to analyse the degree to which the reduction of the information by predicting 3-D structure onto 1-D strings (and by losing distance information) results in ambiguities. The last case of aligning predictions with predictions was motivated by the hypothesis that prediction errors may to a certain degree be non-random, i.e. the prediction may e.g. always fail to predict a certain twisted strand in a fold. In that case the prediction for the search sequence and for the remote homologue may align better than the prediction for the search sequence and the observed structure for the remote homologue.

**High accuracy in predicting the 1-D strings is crucial.** The following four results can be summarised. First, a high accuracy in predicting secondary structure and solvent accessibility is very important for the 1-D threading to work out (Table 4): an alignment of PDB with PDB (i.e. observation with observation) is almost twice as accurate as an alignment of PHD with PDB (i.e. prediction with observation). Second, the projection of 3-D structure onto 1-D results in a detection accuracy of about 50%. Third, an alignment of PHD with PDB is slightly superior to an alignment of PHD with PHD, i.e. the errors in secondary structure and solvent accessibility prediction are to a certain extent not random. Fourth, the accuracy in detecting remote homologues was about 20%.

**Refinement by filtering the alignment list.** The single prediction example discussed (Fig. 7) suggested that there may be other criteria than the z-score (eq. (11)) to distinguish between correct and false positives. Preliminary results confirm what has been uncovered by others before (e.g. Braxenthaler and Eisenberg, these Proceedings): an adequate combination of
<table>
<thead>
<tr>
<th>POS</th>
<th>E</th>
<th>LEN</th>
<th>IDEL</th>
<th>ZE</th>
<th>%IDE</th>
<th>STRH</th>
<th>OK</th>
<th>ID2</th>
<th>NAME2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80.5</td>
<td>141</td>
<td>135</td>
<td>2.23</td>
<td>0.11</td>
<td>0.98</td>
<td></td>
<td>2oe</td>
<td>CARBOPERIDEL A</td>
</tr>
<tr>
<td>2</td>
<td>79.7</td>
<td>139</td>
<td>193</td>
<td>2.20</td>
<td>0.07</td>
<td>0.91</td>
<td>1dr</td>
<td></td>
<td>D-PEOPLE BINDING PROTEIN</td>
</tr>
<tr>
<td>3</td>
<td>78.6</td>
<td>141</td>
<td>73</td>
<td>2.15</td>
<td>0.08</td>
<td>0.90</td>
<td>1dx</td>
<td></td>
<td>CYTOPLASMIC DEACTIVATION</td>
</tr>
<tr>
<td>4</td>
<td>75.0</td>
<td>132</td>
<td>132</td>
<td>2.12</td>
<td>0.09</td>
<td>0.92</td>
<td></td>
<td>1gc</td>
<td>HEAT-SHOCK PROTEIN</td>
</tr>
<tr>
<td>5</td>
<td>75.0</td>
<td>139</td>
<td>123</td>
<td>2.11</td>
<td>0.10</td>
<td>0.94</td>
<td></td>
<td>1bl</td>
<td>LECISIDE ANTHROPOMORPH</td>
</tr>
<tr>
<td>6</td>
<td>77.9</td>
<td>122</td>
<td>49</td>
<td>2.11</td>
<td>0.09</td>
<td>0.91</td>
<td>5p21</td>
<td></td>
<td>5-FLUOROYLIDINE</td>
</tr>
<tr>
<td>7</td>
<td>75.4</td>
<td>141</td>
<td>120</td>
<td>2.04</td>
<td>0.06</td>
<td>0.91</td>
<td>1gl</td>
<td></td>
<td>GLUCOSE TUTOR</td>
</tr>
<tr>
<td>8</td>
<td>75.4</td>
<td>141</td>
<td>138</td>
<td>2.04</td>
<td>0.11</td>
<td>0.91</td>
<td>1gd1</td>
<td></td>
<td>GLUCOSE TRANSFERASE</td>
</tr>
<tr>
<td>9</td>
<td>75.0</td>
<td>141</td>
<td>65</td>
<td>2.02</td>
<td>0.07</td>
<td>0.82</td>
<td>1en4</td>
<td></td>
<td>FERREDOXIN</td>
</tr>
<tr>
<td>10</td>
<td>75.6</td>
<td>141</td>
<td>111</td>
<td>2.00</td>
<td>0.08</td>
<td>0.87</td>
<td>1ipd</td>
<td></td>
<td>2-ISOGLYCEROLIC ACID PHOSPHATASE</td>
</tr>
<tr>
<td>11</td>
<td>75.3</td>
<td>141</td>
<td>118</td>
<td>1.98</td>
<td>0.10</td>
<td>0.90</td>
<td></td>
<td>1bm</td>
<td>TRICONTIG-3PHOSPHATE REDUCTASE</td>
</tr>
<tr>
<td>12</td>
<td>75.1</td>
<td>135</td>
<td>90</td>
<td>1.98</td>
<td>0.08</td>
<td>0.87</td>
<td></td>
<td>1ipx</td>
<td>2-ISOGLYCOLIC ACID PHOSPHATASE</td>
</tr>
<tr>
<td>13</td>
<td>74.8</td>
<td>141</td>
<td>107</td>
<td>1.96</td>
<td>0.09</td>
<td>0.88</td>
<td></td>
<td>1ipu</td>
<td>D-RIBOSYL-LYSOSOME REDUCTASE</td>
</tr>
<tr>
<td>14</td>
<td>74.7</td>
<td>140</td>
<td>134</td>
<td>1.96</td>
<td>0.08</td>
<td>0.93</td>
<td></td>
<td>1hom</td>
<td>D-ALLODENTIN BINDING PROTEIN</td>
</tr>
<tr>
<td>15</td>
<td>74.7</td>
<td>141</td>
<td>134</td>
<td>1.96</td>
<td>0.08</td>
<td>0.90</td>
<td></td>
<td>8bhp</td>
<td>ARABISIDE-BINDING PROTEIN</td>
</tr>
</tbody>
</table>

Figure 7: Example for a threading list. Search sequence was tetu, the T4-clongation factor. Abbreviations: POS, position in list; E, alignment score; LEN, length of alignment; IDEL, number of residues inserted in either of the two aligned strings; ZE, z-score for alignment score (Eq. (3)); %IDE, ratio of pairwise sequence identity; STRH, structural homology (identical symbols in six-letter alphabet); OK = *, if the pair is a true 3-D homologue, i.e., is contained in the FSSP data base (15); ID2, PDB identifier of aligned 3-D structure; NAME2, SWISSPROT name of aligned 3-D structure.

Information from the alignment list (number of residues inserted, length of alignment, length of search sequence and of remote homologue) improves the accuracy in detecting remote homologues. In general, there is a trade-off between a high level of reliability of the prediction (eq. (T3c)) and the likelihood that an existing remote homologue is detected (eq. (T3d)). Different threshold criteria can shift the balance between higher coverage and higher accuracy (Fig. 8).

4 Conclusions

Evolutionary information is the key to accurate predictions in 1-D. Predictions of secondary structure and solvent accessibility were improved significantly by tailoring the neural network systems to the problem. However, the most significant improvement resulted from including evolutionary information (Fig. 4, Table 1, Table 2). The final predictions of secondary structure were very accurate: three thirds of all segments were predicted correctly, and for the 40% of the residues predicted at higher reliability the prediction accuracy was comparable to homology modelling (42). Solvent accessibility was more difficult to predict than secondary structure. This was largely due to a lower degree in conservation of solvent accessibility (Fig. 3). This suggests that prediction methods should focus on features of protein structure that are
Figure 8: Preliminary results for detection of remote homologues. The alignment list is cut-off at various values for the alignment z-score (eq. (1)), i.e. only hits with a value larger than the threshold are taken as predicted remote homologues. The cut-off values given are: $zE > z_{\text{min}}$, i.e. all hits are taken; $zE > 2, 2.5, 3$, i.e. hits for which the z-score exceeds a value independent of the search sequence; $zE > (z_{\text{max}} - n \times \sigma)$, with $n = 2, 4, 6, 7, 8$, i.e. hits for which the z-score exceeds a value defined by the standard deviation and the maximal z-score for all alignments with a search sequence; and $zE > r \times z_{\text{max}}$, with $r = 0.65, 0.75, 0.8$, i.e. hits for which the z-score has a maximal difference to the maximal z-score for the search sequence. For all cut-off thresholds $n$ the percentage of correct hits ($Q_{\text{c}}, \text{ eq. (T3c), open}$ triangles) and the coverage, i.e. the percentage of true homologues detected at that threshold ($\text{Cov}_{\text{c}}(n)$, eq. (T3d), filled circles) are plotted. Using additionally sequence information for the alignment improves the detection accuracy for pairs with a pairwise sequence identity above the average for remote homologues ($20-25\%$, circles with point), but below the average of a significant detection of homology based on sequence information alone ($> 25\%$, for more elaborate alignment procedures).

Conservative evaluations of accuracy are more productive than best-case expectations. A common fault in evaluating prediction methods is that free parameters are fitted on the data sets used for evaluation. However, the opposite is more useful: the performance on a set of new proteins should tend to be higher rather than lower than the published expected accuracy (Table 1, Table 2). The neural network based predictions of secondary structure and solvent accessibility are being used frequently (more than 80 requests per day) to an automatic prediction service, for information, send the web help to the internet address PredictProtein@EMBL-Heidelberg.DE, or use the World Wide Web (WWW) site http://www.embl-heidelberg.de/predictprotein/predictprotein.html. Users find the 1-D pre-
Table 4: Accuracy of 1-D threading.
Values are given as percentages. Abbreviations of measures as in Table 3. Two cut-off thresholds are compared: \( zE > 3 \) and \( zE > 3/4 \) of the maximal value for \( zE \) for a given alignment list. Abbreviations of methods: PDB-PDB, the aligned strings of the search sequence and the putative homologue both originate from experimentally determined structures, i.e. these values describe the detection accuracy for ideal predictions of secondary structure and solvent accessibility; PHD-PDB, alignment of predicted (search sequence) and observed (to be detected homologues) strings (the predictions were done by cross-validation, i.e. no protein used to train the neural network systems did have more than 25% pairwise sequence identity to the search sequence of the threading); PHD-PH, the aligned strings of the search sequence and the putative homologue both originate from predictions. E.g. if only those alignments between a 1-D prediction for a search sequence and 1-D strings extracted from a database of experimentally determined 3-D structures with \( zE > 3 \) were taken, then 27% of these hits had been correct; hits, and 8% of all true positives had been found above this threshold (21% of all first hits had been correct).

<table>
<thead>
<tr>
<th>method</th>
<th>( Q_{1EI} )</th>
<th>( Q_{zE} )</th>
<th>( Q_{zE} )</th>
<th>( Q_{zE} )</th>
<th>( Cov_{zE} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( zE &gt; 3 )</td>
<td>( zE &gt; 3 )</td>
<td>( zE &gt; \frac{3}{4} \times z_{\text{max}} )</td>
<td>( zE &gt; \frac{3}{4} \times z_{\text{max}} )</td>
<td></td>
</tr>
<tr>
<td>PDB-PDB</td>
<td>28</td>
<td>45</td>
<td>16</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>PHD-PDB</td>
<td>21</td>
<td>27</td>
<td>8</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>PHD-PH</td>
<td>19</td>
<td>21</td>
<td>13</td>
<td>19</td>
<td>28</td>
</tr>
</tbody>
</table>

Predictions useful. But, can 1-D predictions be used to predict more aspects of 3-D structure?

**Standards for evaluating threading techniques are becoming required.** How can threading experiments be evaluated? Appropriate evaluation consists of two parts, first, the choice of a representative data set, and second, the definition of adequate measures for prediction accuracy. The data set used here, was a first attempt to validate threading experiments on more than just a handful of proteins. The measures defined here, were restricted to analysing the detection of remote homologues. The most stringent measure is the percentage of proteins for which the first predicted 3-D homologue is correct (Table 3). Given these definitions, does 1-D threading work?

**1-D threading possible, but so far very inaccurate.** The positive message is "sometimes 1-D threading does work" (Fig. 7). How often? Three important results are. First, erasing the inter-segment distances reduces the 3-D information too drastically (PDB vs. PDB, Fig. 6, Table 4). Second, the inaccuracy of the neural network predictions reduces the accuracy in detecting 3-D homologues further, but is relatively less harmful than the loss of distance information (PHD vs. PDB, Table 4). Third, the accuracy in detecting remote homologues is about 20%. Does this imply that 1-D threading is a flop?

**1-D threading is intrinsically more flexible than other threading techniques.** The threading approach presented here differs from threading tools based on potentials of mean force in that it is more coarse-grained. Although, a large scale comparison is not yet available, it appears to be very likely that mean-force based approaches, at least, the better ones (Braxenthaler,
these Proceedings and (64)), are more accurate than 1-D threading. However, this still does not imply that 1-D threading is of academic interest only. Fitting 1-D predictions into 3-D structures uses completely different information than mean-force based threading techniques. This raises the hope, that the two could be combined to more reliably filter out false positives from an alignment list.
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