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Neural Networks in Chemistry

By Burkhard Rost, Ph.D. and Gerrit Friesel, Ph.D.

The attempt to understand the functioning of the brain and to improve computers have profited from one another since the early days of electronic calculating. Over the last decade the application of artificial neural networks—implemented on computers—has become popular for various pattern recognition tasks. The basic procedure is that patterns are presented to a network that learns to extract intrinsic features and to group the patterns into classes. The networks not only perform arbitrarily complicated distinction tasks, but are able, as well, to generalize, i.e., to perform the classification for new patterns. This means that a network, for example, for zip code recognition not only learns to distinguish between the handwritten zip codes on those envelopes presented to it for learning, but it learns as well to distinguish the code for any future incoming envelope. This can be achieved, because the network learns to extract certain features from the letters and learns to relate these features to the required decision like “this is 69904 for Heidelberg” or not. Typical applications are the recognition of faces, speech, handwriting, QSAR analysis, particle detection in high energy physics, the prediction of developments in stock exchange markets, and the prediction of protein and gene structure. (For a survey of the properties of neural networks see for example the books of Hertz, or Müller, or the article by Cowan.)

The expression neural network stems from the description of the brain as an organism containing neurons which exchange information by their connections, the synapses (see Figure 1 (page 25), or for example, Amit). It has been observed that learning somehow results in changes of these connections. The artificial networks translate neurons into simple units that have input and output. They are connected by the junctions (similar to the synaptic connections).
Figure 2 shows the simplest neural network called perceptron. The units on the left hand receive an external input. Typically, this input is a representation of the patterns to be classified. The generation of the output is done by a two-step procedure. The first is that e.g. for unit 1 the input \( i_1 \) is multiplied with the junction \( J_1 \) that connects this unit to the output unit on the right hand side. The output unit adds up the products of all input units. For the three units shown in Figure 2, this sum is given by:

\[
\text{sum} = i_1 \times J_1 + i_2 \times J_2 + i_3 \times J_3,
\]

which is known as the 'inner product' of the two vectors \( i \) and \( J \) (see Figure 2).

The second step is what distinguishes the network from linear techniques: sum is not used as calculated, but it is changed to either e.g. 0 or 1 depending on its value. The final output out of the network thus is given by:

\[
\text{out} = \begin{cases} 
1, & \text{if } \text{sum} > \text{threshold}, \\
0, & \text{if } \text{sum} \leq \text{threshold}. 
\end{cases}
\]

The basic perceptron can be extended by adding units, and/or by adding further layers of neurons. These are called 'hidden layers', as they do not receive as input the output of the previous layer and pass their output as input to the next layer. Figure 3 (page 26) shows the example of a more complicated network that is used for secondary structure prediction.

For the application of networks as a gadget to classify patterns, some aspects have to be taken care of:

1. The data (patterns) must be chosen such that it contains the maximal amount of information at hand. The way in which the patterns are coded is crucial.

2. The capacity of the network should fit to the amount of data. The capacity is determined by the number of connections and by the point at which the training is stopped. 'Training' refers to the typical procedure to divide the available data into two sets: one being used to train the network (i.e., to extract the features of the data), the other to evaluate the network's performance on new data (generalization). (This procedure is also known as cross-validation or jackknife test.) If the capacity of the net is beyond the amount of information in the data, the network learns the details being specific for the training data instead of extracting the rules according to which the data was produced. Thus the net will be good for learned cases but bad for its typical task being the classification of yet unknown patterns.

3. Most often, it helps to put as much expertise about a problem as possible into the arrangement of the network's architecture.
One example for a successful application of a multi-layered network is the prediction of secondary structure of proteins, which is an important, yet unsolved, task in molecular biology. The information about the three-dimensional (tertiary) structure of a protein is coded in its one-dimensional (primary) structure (see Anthrison). The secondary structure is a reduced description of the very complicated three-dimensional (tertiary) structure. A segment of amino acids can be translated into a binary vector used as input to a layered network (as shown in Figure 3). The output of the net consists, for example, of three units representing the three most important secondary structure types (helix, strand, rest). Thus, the output becomes a prediction of the secondary structure for the sequence segment fed in. Shifting the segment through various proteins of known structure generates a set of samples, which can be learned iteratively by the network (see e.g., Qian and Sejnowski or Zhang et al). The performance accuracy of the network reaches up to 69% (Rost and Sander). Figure 4 (page 27) shows typical prediction results for a protein (ubiquitin).

Drug design is to date most often initiated by a four step process:

1. A set of compounds is obtained by either serendipity or trial and error. These compounds typically have a common frame, and are often all derived from the same lead compound.

2. Biological data like log (EC50) values or binding constants is determined.

3. QSAR techniques are applied.

4. New compounds are predicted.

In this lead optimization process, the steps 2-4 are repeated till an adequate compound is obtained.

Classically, QSAR analysis uses a series of compounds with an important structure element in common. The aim is to parameterize the physical characteristics of substituents that differ between the compounds, and to correlate these parameters quantitatively to the activity. The largest problem is to parameterize hydrophilic, electrostatic or steric properties of individual substituents. However, even if these problems were to be solved perfectly, there is no guarantee for a successful QSAR analysis. The structure activity relation might be non-linear. On top of that the parameters might be correlated in a non-linear way, e.g., charges in one substituent influence the physical properties of another substituent. The natural ability of neural networks to detect non-linear data correlation makes them perfectly suited for analysis of QSAR problems that suffer from hidden non-linearity.

We will show one example where a non-linearity has been observed, and we will show how a very simple neural network could have been used to find this non-linearity. Tipker (Tipker) analyzed a set of 21 DDT analogs (Tikker) with activity against Anopheles Albimanus. The results of this study made beautifully clear that the initial QSAR studies were inadequate because the parameterization had been kept linear. Tipker assumed that the bulkiness of one of the groups had to be described by two parameters (one linear, one quadratic) to obtain good results. The original (linear) QSAR analysis gave a standard deviation between observed and calculated log (EC50) values of 0.618 (Tipker). Tipker obtained a standard deviation of 0.374 by adding the non-linear term.

We used a novel type of neural network. The architecture of this extremely simple network is shown in Figure 5. Rather than using bit patterns as input, all
input is numerical. Training the network on the full 21 analogs gave a standard deviation of 0.2. The large discrepancy between 0.618 and 0.2 is a clear indicator for trouble in the original QSAR analysis.

The question remains however, whether the network simply learned the data by heart, or really extracted the hidden rules. To check this a jack-knife test has been performed. The network shown in Figure 3 has been trained 21 times using 20 of the analogs. After every training the 21-st point was predicted. The standard deviation now became 0.4, clearly worse than 0.2, but still comparable with 0.374. Our results indicate that also Tipipers improved analysis of this dataset is not yet completely taking all effects into account.

However, the limited number of analogs (21) probably precludes further improvement of the data analysis.

We have seen two examples of applications of neural networks. A very elaborate study has led to the best secondary structure prediction method available to date, whereas an extremely simple network has been used to detect ‘trouble’ in a QSAR analysis.

Neural networks are not the ‘good-for-all’ ultimate solution to all problems of mankind. However, when used carefully, and when the results are analyzed critically, they can be used in fields as remote as postal services, protein secondary structure prediction, and QSAR analysis.

By Burkhard Rost, Ph. D. and Gerrit Vriend, Ph. D., EMBL, Heidelberg, FRG.
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