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The quality of a multi-layered network predicting the secondary structure of proteins is improved substantially by: (i) using information about evolutionarily conserved amino acids (increase of overall accuracy by six percentage points), (ii) balancing the training dynamics (increase of accuracy for strand), and (iii) combining uncorrelated networks in a jury (increase two percentage points). In addition, appending a second level structure-to-structure network results in better reproduction of the length of secondary structure segments.

1. Validity of Protein Secondary Structure Prediction

Proteins perform important tasks in organisms, such as catalysis of biochemical reactions, recognition and transmission of signals, transportation of materials, and replication of the genetic information. A protein is determined by the sequence of amino acids (primary structure). The average length is about 300 polymer units. Exposed to a certain environment (solvent) the linear chain folds into a unique compact three dimensional (tertiary) structure which is crucial for the protein’s function. Although recently proteins (called chaperones) have been discovered that appear to assist folding in vivo, the basic credo that the tertiary structure is uniquely determined by the primary one remains valid. Due to improvements in DNA sequencing technology the number of known sequences is increasing explosively (from 25,000 in 1991 to 36,000 in 1992). The number of proteins with known tertiary structure is 50 times smaller. Currently there are some 700 entries in the Protein Data Bank (PDB). The difference stems from the difficulties in determining the three dimensional structure which is done typically by crystallography, or nuclear magnetic resonance. As a protein’s function depends on its tertiary structure, it is important to predict the tertiary from the primary structure. A typical reason could be the intended design of a drug. However, the prediction of tertiary structures has proved to be difficult. An intermediate step can be the prediction of the secondary structure (a reduced description of the tertiary structure). The most important two regular secondary structure elements are α-helices and β-strands (Fig. 1). These
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elements are determined by their hydrogen bonding pattern (DSSP: Dictionary of Secondary Structure of Proteins\(^6\)).

The most promising approach to structure prediction is the comparison with homologous proteins of known structure.\(^7\) Particular amino acids at particular positions within a protein can be exchanged by experiment — or are exchanged by evolution — without altering the function. The evolutionary mutations which conserved function indicate that two naturally occurring proteins longer than 80 residues share the same principle tertiary structure if their mutual sequence homology is beyond 30%. A length-dependent cut-off for 'structural homology' is provided by HSSP (Homology-derived Secondary Structure of Proteins\(^5\)). The current data bank of 700 known tertiary structures contains only about 150 protein chains with mutually less than 30% sequence identity.\(^9\) The joint European project to sequence a complete yeast chromosome III yielded at least 182 new protein sequences, 42% of which have known function, and only 14% are homologous to proteins with known structure.\(^10\) However, homologous proteins can differ in details which might be important for certain tasks. Moreover, the engineered exchange of one single amino acid can change the tertiary structure completely. The prediction tools are rather poor for non-artificial sequences which do not possess sufficient sequence homology to those of known structure. The further improvement of the prediction of secondary structure, is an intermediate step on the way to accurate prediction of protein tertiary structure.

2. Choosing a Database and Assessing the Quality of Predictions

Two difficulties in assessing the quality of a certain prediction algorithm can be singled out: (i) given an algorithm tested on known proteins, how reliably does it predict the secondary structure of proteins of unknown tertiary structure, and (ii) given a particular prediction on a known protein, how does one best measure its quality. (i) The first problem is very difficult to solve. This is in part because the current data bank of protein 3D structures (PDB) does not exhaustively represent the full potential variety of existing polypeptides. For example, globular soluble proteins like immunoglobulins, or virusbarrels, are highly over-represented in PDB, whereas membrane proteins are under-represented. One way to address this problem, is to pick a set of protein chains without mutual homologies. (ii) Once the data set has been chosen, the problem is to define a measure for evaluating the quality of a particular prediction. For predictions of the three states \(\alpha\)-helix (\(\alpha\)), \(\beta\)-strand (\(\beta\)), and coil (c), the percentage of overall accuracy is measured by \(Q_3\):\(^3\)

\[
Q_3 = \frac{\sum_{i=1}^{3} \text{pred}_i}{\text{total number of residues}^i},
\]

with \(\text{pred}_i\) being the number of residues correctly predicted to be in structure \(i\). A simple alternative is to sum over per class percentages:

\[
Q = \frac{1}{3} \sum_i Q_i = \frac{1}{3} \sum_i \frac{\text{pred}_i}{\text{obs}_i},
\]
where obs, is the number of residues observed to be in structure $i$. $Q_3$ differs from $Q_3$ in that it tends to be lower if one class is predicted with lower accuracy.

These quotients for single residue accuracy do not fully capture the quality of a prediction method. Suppose the following two predictions were to be compared:

Fig. 1. Structure of crambin. Trace of the main chain $C_\text{alpha}$ atoms of crambin (Abyssinian Cabbage seed) is shown. The protein has 46 amino acids. The dotted lines connect $C_\text{alpha}$ atoms of amino acids that are partners in hydrogen bonds. The first (left) four bonds connect two strands. Two helices with 12 (far right), and 10 (centre) amino acids are on the right.
Fig. 2. Performance accuracy for previous prediction methods. Predictions by previously published methods with the following abbreviations (for the citations see 12 and 13 in the reference list): (1) Robson: Garnier, 1978; (2) GOR: Garnier, 81; (3) ALB: Piatek, 83; (4) SIMPA: Levin, 88a; (5) Combina: Levin 88b, Garnier, 91; (6) — (10) quoted according to literature; (11) net Zhang, multi-layered network of Zhang, 82; (12) hybrid Zhang, "hybrid" system combining three different prediction methods, Zhang, 92. Note that only (1) — (4) were tested on the same set of 150 non-homologous chains used in this work (Altenberg, unpublished). For (5) — (12) the results are taken from the original articles, the sets of proteins used differ from the one we used (higher degree of pairwise homology). (6), (7), (9), (10) have used only one test set. Thus the latter cannot adequately be compared to the rest. (a) gives the overall percentages as defined by Eqs. 1, and 2, and (b) explicitly illustrates the per class percentages for helix and strand, which are not available for all methods.
observed:  aaaaaaaaccccc
prediction 1:  caaaaacaaaaacccc
prediction 2:  ccaaaaaaaaccccc

Although prediction 1 results in a higher $Q$ than 2, the latter predicts better the long helix and is therefore more valuable in practice. This example illustrates that quantities like the number of predicted secondary elements, their average length, and the length distribution are important quantities to use in evaluation.

3. Two Levels of Networks and a Balanced Prediction

3.1. First level: Sequence-to-structure — inferior to classical methods

The first extensive analysis on the possibility of predicting secondary structure with a multilayered perceptron was published by Qian and Sejnowski. They reported a three state success quotient $Q_3$ of 64.3%. Further work more or less confirmed these results. The emerging picture is that layered networks perform as well as (or better than) 'classical' methods (Fig. 2). However, most network approaches shared two conceptual difficulties: (i) Only one single testing set was taken to evaluate the performance accuracy. The network parameters were optimized for this particular set (although this is not true for either Macln et al., or for Zhang et al.). (ii) Between training and testing sets there were significant homologies (up to 46% for Zhang et al.).

Figure 3 shows the architecture of a typical feed-forward network for predicting secondary structure. From the amino acid sequence of a protein a window of length $w$ (here 13) is cut out, and fed as the input into the net. Each amino acid is encoded by a 21 component binary vector (20 for the different amino acids, an additional one as a spacer to allow a window extending beyond the ends of a protein). The size of the output layer is determined by the number of secondary structure classes to be distinguished (here three: helix, strand, coil). The output of the network is given by three real numbers between 0 and 1. The actual prediction can be assigned by choosing the maximum of the three units. Training is done by backpropagation:

$$E(J_1, J_2) = \sum_{\nu=1}^{N_{\text{samples}}} \sum_{i=1}^{N_2+1} (s_2^{\nu i} - d_2^i)^2,$$

where $\nu$ is the index running over all $N_{\text{samples}}$ samples, $s_2^{\nu i}$ is the output of the network for output unit $i$, and sample $\nu$, $d_2^i$ the DSSP related secondary structure, and $N_2$ the number of output units. Supressing the indices for the units, the output of the network is given by

$$s_2 = f(J_2 f(J_1 s_0))$$

where $s_0$ is the input and $f$ the usual sigmoid function. The learning dynamic is given by

$$J(t + 1) = J(t) - \epsilon \frac{\partial E_v(t)}{\partial J(t)} + \eta \frac{\partial E_v(t-1)}{\partial J(t-1)},$$

(4)
where \( t \) is a discrete 'time' step, \( e \) the step-width for each change, and \( h \) a inertia term. The sample index \( \nu \) indicates that \( \Delta f \) is computed for the error on one pattern \( \nu \) for each iteration.

After seven-fold cross validation (i.e. training seven different networks on seven distinct partitions of the data bank into testing and training set, and then averaging over the seven generalization errors) the average for such a network is \( Q_3 = 61.7\% \), and \( Q = 57.3\% \). Three points should be stressed: (i) The difference between performance accuracy of the best and worst performing of the seven test sets is more than five percentage points (Fig. 5(a)). This proves that choosing only one single test set is not sufficient to evaluate the generalization ability of this type of network. (ii) The network is clearly inferior in predicting strands which results in a \( Q \) being four percentage points lower than \( Q_3 \) (Fig. 5(b)). (iii) The sequence-to-structure network turns out to predict secondary structure elements with half the average length of those observed (for detailed distribution see Fig. 5).

3.2. Second level: Structure-to-structure — improved segment reproduction

The shortcoming of predicting too short segments can be corrected by using a second network that learns to classify consecutive strings of secondary structure obtained by the first net. (i) The first net (sequence-to-structure) generates the output from the segments of amino acids (21 + \( w \) input units). It learns to classify consecutive segments of residues. (ii) The second net (structure-to-structure) computes its output from the consecutive segments of output signals received from the first net ((3 + 1) + \( w \) units, the additional is again used as a spacer). The average performance for the combination of first and second net is \( Q_3 = 62.6\% \) compared to 61.7\% for the first alone. This marginal increase in \( Q_3 \) might have been the reason why previous authors, e.g., Qian and Sejnowski, did not emphasize the benefit of the cascade. The most relevant improvement achieved by the second network is the prediction of longer elements with average lengths: first net: \( \langle L_\alpha \rangle = 4.2, \langle L_\beta \rangle = 2.9 \); combination of first and second net: \( \langle L_\alpha \rangle = 6.2, \langle L_\beta \rangle = 3.3 \); observed: \( \langle L_\alpha \rangle = 9.0, \langle L_\beta \rangle = 5.1 \).

3.3. Balanced prediction: Best method for strands

Usually, the succession of training samples is chosen at random. Since the data used contains two times more coil than strand residues, the latter are learned roughly half as often (data bank: about 43\% coil, 35\% helix, 22\% strand). An alternative is to present at each time step one helix, one strand, and one coil residue (each of these chosen at random from the stack of all segments). Such a procedure implies that a particular segment with the central residue being in a strand is presented about twice as often during the training than a particular coil segment. The success rate of the balance net is \( Q = 59.7\% \) compared to 58.2\% for the unbalanced net. The increase stems mainly from improved helix and strand prediction: \( Q_\alpha = 58\% \) (unbalanced: 56\%), \( Q_\beta = 59\% \) (unbalanced: 41\%) (Fig. 5(b)). Thus to a certain degree, the bad prediction of strands is simply an artifact of the prediction method applied. An inferior performance for strands might be due to the particular way in which the information contained in the data bank is extracted. It should be added, that the inferior performance for strands is partly due to the fact that the secondary structure of sheets is less local than
4. Evolution Supplies Important Information

Families of homologous proteins reveal that the tertiary structure is evolutionarily more conserved than the sequence. A straightforward idea is to use this evidence by feeding —
instead of a particular residue — a profile of frequencies into a network. The frequency is given by 20 entries for the number of occurrences of each of the 20 amino acids at that position in the alignment of a protein family. Thus, the single input unit becomes a real number between 0 and 1. (Alternatively, the real number is coded by 4 binary numbers.) Otherwise, the network is the same as described above. The profile entries where not weighted by, e.g., the number of alignments. All alignments with more than 30% identical residues were included. The profiles were taken from the HSSP files.\textsuperscript{15}

The information introduced by using family profiles proved to be highly important for secondary structure prediction. The learning is speeded up and the generalization substantially improved. For the second network $Q$ reaches 66.8%, $Q_3 = 67.4\%$ (Figs. 5(a) and (b)).

5. Third Level: A Jury Decision — Best Current Prediction

Training the network is a walk through a relatively complex space. The gradient descent is sensitive to minor changes: it is for instance important how the initial junctions are chosen, and how the parameters for the dynamic are adjusted (such as step width $\varepsilon$, inertia parameter $\eta$, definition of the error $E$, slope and form of sigmoid decision function). A particular realization of the classification task is associated with a particular error. This error can be regarded, partly, as a random noise. Combining $N_y$ different architectures results in a reduction of the noise provided the networks are not completely correlated. The simplest way to combine independent networks is to compute an arithmetic average ("jury decision"):

![Fig. 4. Performance of various networks. The performance of the following networks is given: first level, unbalanced (described in 3.1), first and second level, unbalanced (3.2), first and second level, balanced (3.3), first and second level, balanced profile (4), and a jury on 12 different networks (5). (a) the overall performance as defined by Eqs. 1 and 2. $Q_3$ is given for those of the seven test sets with minimum, res. maximum $Q$, (b) per class percentages.](image)
\[ \langle s_i \rangle_x = \frac{1}{N_x} \sum_{x=1}^{N_x} s_i^x \quad \forall i \]  

\( s_i \) is the output of architecture \( a \) for unit \( i \). For artificial problems the pay-off of a jury decision has been shown. Different architectures were obtained by simply taking all networks that were trained when examining the influence of various changes: one and two levels, balanced and unbalanced networks and those with and without profiles.

Two questions arise: (i) Is the jury capable of 'using the best' of each particular net, i.e. is it better than the best single network? (ii) Is it advisable to extract the information contained in a particular set of chains by applying a jury decision on sub-partitions of that set? Or is it preferable to use from the beginning all available information for the training procedure? The analysis shows that the jury usually outperforms the best single network (i). However, it turns out to be advantageous to train from the beginning with the full training set available instead of splitting it and then taking the jury over the different partitions (ii). The gain by the jury is inversely proportional to the correlation between different architectures. This is fairly well to be seen by the following result:

- Jury on 7 profile nets (each \( Q > 65\% \)) = 66.8%
- Jury on 7 profile + 2 non-profile nets (the latter with \( Q \sim 60\% \)) = 67.5%

The two 'bad' non-profile nets provided valid information, probably, because their error was rather uncorrelated to the one made by the profile nets.

Further attempts to increase the performance by (i) training the jury, and (ii) trying to choose an optimal way to weight different architectures by using correlation or entropy as weight factors have not been successful yet. The simple linear average is not the best possible solution for combining the different architectures, but it proves to be hard to do better when only using the information given from the training set. The currently best result was obtained by a jury on 12 different networks: \( Q = 68.6\% \), \( Q_3 = 69.7\% \) (Figs. 4(a) and (b)). (The correlation coefficients as defined by Matthews: \( c_5 = 0.58, c_6 = 0.50, \) and \( c_7 = 0.50 \).)

6. Summary and Perspectives

Secondary structure can be predicted by multi-layered networks, as was shown by 1988. The performance of initially published networks is worse than reported when a seven-fold cross-validation is performed on protein chains with a low level of pairwise homology. That was the reason for the skepticism of those familiar with classical prediction algorithms, and was probably part of the reason why networks did not penetrate into biological laboratories as everyday prediction tools.

However, the combination of relevant biological information (profiles of evolutionary conservation) and technical tricks (balanced training, second level network, jury) resulted in a network system that is the best current prediction tool. This network prediction outperforms previous methods in that (i) the overall accuracy is at least three percentage points beyond the second best method (Figs. 2(a) and 4(a)), (ii) the prediction for strand is superior (Figs. 2(b) an
Fig. 5. Length of secondary structure segments. (a) length distribution of all predicted, res. observed helices, (b) the distribution for strands. The randomly trained first level network predicts too many short and too few long segments for both structure types. The ultimate network (here the jury on 9 different networks) better reproduces the observed distribution.

4(b)), and (iii) the extent of secondary structure segments has a more protein-like appearance (Fig. 5).

We intend to test the method on the sequences of proteins whose structure is currently being determined by crystallography or n.m.r. (nuclear magnetic resonance). Predictions can be requested by sending a protein sequence in one letter code to the EMBL file server: PredictProtein@EMBL-Heidelberg.de.

The explosive development in large scale sequencing projects, soon, will result in an enormous flood of data on proteins. Making making use of such an amount of information will be difficult. For some of the problems multi-layered networks or similar approaches might be of help.

The project presented here profited from an environment of vivid inter-disciplinary research. For support and valuable suggestions we should like to thank our colleagues R. Schneider and G. Vriend. A similar stimulating environment, for one of us, was the worth and importance of the workshop held in Elba. It was there that crucial encouragement for this work was given last year (thanks to S. Brunak, F. Fogelman-Soulie, and S. Solla). Thanks, as well, to the organizers, in particular to O. Benhar and P. del Giudice, respectively the secretaries (B. Ceccarelli, P. Di Ciacio, G. Montecucco) who enabled once again the communication between such widespread topics. We look forward to the next opportunity to return from that island, with the back pack full of stimulation and ideas.

References


15. See Ref. 8.
